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Artificial intelligence (AI) has been ubiquitous for 
several years, and now it is impossible to imag-
ine today’s digital world without it. It is increas-
ingly permeating more and more areas of social 
and economic life and is already changing the 
way we work, learn, communicate, and con-
sume. There are already numerous, existing ap-
plication examples for AI today. In industry, the 
importance of AI is also increasing rapidly. Ex-
perts believe that AI will have such an impact on 
industrial value creation in the future that com-
panies will hardly be able to resist using it. The 
possibilities are manifold: voice assistants and 
chatbots are among them, programs for doc-
ument research, systems for image generation 
and recognition, industrial robots that natural-
ly interact and cooperate with humans on the 
factory floor, or autonomously driving logistics 
systems. AI is already being used in many com-
panies to optimize processes and ensure their 
stability, increase productivity, ensure contin-
uous quality of production, and reduce energy 
costs. These are mainly analytical activities that 
support decision-making processes. In this con-
text, the use of artificial intelligence enables ad-
aptation based on observations and existing 
(background) knowledge instead of rigid, pre-
defined patterns. AI is thus a technology that 
drives progress and secures the economic pow-
er, and ultimately ensures the prosperity of soci-
ety in its entirety.

The translation of new knowledge and new ideas 
into products and services is crucial for the com-
petitiveness of companies. Standardization can 
serve as a catalyst for innovation and help an-
chor solutions on the market in the long term. 
Norms and standards define requirements for 
products, services, and processes. They can 
form the basis for technical procurement and 
product development. At the same time, norms 
and standards ensure interoperability and serve 

to protect people, the environment, and proper-
ty, as well as to improve quality in all areas of 
work and life. In this way, standardization can 
create transparency and trust in the application 
of technologies and support communication 
between all stakeholders through uniform terms 
and concepts.

Germany and China have been working togeth-
er since 2008 to increase product safety, reduce 
technical barriers to trade, and promote the 
development of a bilateral and internationally 
harmonized quality infrastructure. Areas of co-
operation include Industry 4.0, machine safety, 
medical devices, e-commerce, IT security, and 
mobility solutions. This exchange is support-
ed by the governments of both countries, which 
are represented by the German Federal Ministry 
for Economic Affairs and Climate Action (BMWK) 
and the Chinese State Administration for Market 
Regulation (SAMR). In turn, this serves as the ba-
sis for further cooperation, including in the field 
of standardization within the Sino-German Stan-
dardization Cooperation Commission (SGSCC). 
SGSCC and its sub-working groups also func-
tion as a platform for experts to discuss and 
exchange views on bilateral and international 
cooperation in the field of standardization, de-
velop a framework for common positions, and 
promote coordinated standardization proposals 
in international bodies. The sub-working group 
Industrie 4.0 / Intelligent Manufacturing focuses 
on the development of automation in the man-
ufacturing industry using information technolo-
gy and novel information and communications 
technology (ICT) and thus addresses the digital 
transformation of the manufacturing industry. 
The technical expert group on “Artificial Intelli-
gence Applications in Industrie 4.0 / Intelligent 
Manufacturing” has set itself the task of looking 
at the mutual understanding of the standardiza-
tion mechanisms of both countries in the context 

1. INTRODUCTION
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The remainder of this report is structured as fol-
lows: In Section 2, the Chinese standardization 
landscape is described. Thereby, it is present-
ed how standardization processes work in Chi-
na, which committees are working on norms and 
standards related to AI, and how they are related 
to international committees. Similarly in Section 
3, the standardization environment, its commit-
tees, and objectives in Germany are described 
together with interrelation to European and in-
ternational committees. The key findings of the 
report are summarized in Section 4 based upon 
these perspectives, similarities, and differenc-
es, where the opportunities for leveraging AI in 
manufacturing through standardization are de-
scribed in terms of a series of common chal-
lenges to be addressed. Finally, in Section 5 an 
outlook is given on how these challenges might 
be addressed and facilitated by future joint co-
operation between China and Germany/Europe 
in the field of standardization in general, and ar-
tificial intelligence standardization in particular. 
Thereby, future prospects within the Sino-Ger-
man cooperation on standardization of artificial 
intelligence in Industrie 4.0 / Intelligent Manufac-
turing is given and collaboration on various lev-
els – standardization, research, and enterprise 
– is suggested.  

of artificial intelligence and, in doing so, identify-
ing fundamental potentials and insights for joint 
activities. The present report summarizes ex-
changed information and gains insights.

Various standards have been published or are un-
der development in the context of AI – on national 
and international levels, consortial and full con-
sensual. Nevertheless, due to the disruptive nature 
of AI, also regulatory and legislative bodies across 
the world are increasingly considering artificial in-
telligence and its impact, e.g., on the correct inter-
pretation and validity of the set legal framework 
when applying artificial intelligence. The sheer 
volume of publications (norms, standards, and 
scientific publications) relating to artificial intel-
ligence across the globe presents a significant 
challenge in terms of processing the vast amount 
of information in an appropriate manner. Fur-
thermore, the role of norms and standards dif-
fers from region to region, with several systemic 
differences. Therefore, the aim of this publication 
is to strengthen the understanding by comparing 
the role of standardization in China and Germa-
ny/Europe and to summarize the general objec-
tives and roadmaps of the two economic areas 
regarding the standardization of artificial intelli-
gence to derive communalities and differences. 

Prior to embarking upon a comprehensive dis-
course about artificial intelligence, it is impera-
tive to establish a definition of what is meant. A 
variety of definitions, even in a normative context, 
still exist. As of 2022, a normative definition of ar-
tificial intelligence now exists after hard work and 
intensive discussions worldwide: An AI system is 
an “engineered system that generates output 
such as content, forecasts, recommendations, or 
decisions for a given set of human-defined ob-
jectives” [1]. Problematically, the definition is still 
rather weak and will not tackle the existing chal-
lenge of diverging definitions. Nevertheless, we 
rely on this definition to define the scope of this 
document and will highlight the challenge of 
(partially contradictory) definitions hindering the 
comparability, harmonization, and integration of 
existing works. In addition to the aforementioned 
objectives, this report aims to provide further in-
sights into the current situation of a lack of clear 
terminology systems.

of. The administrative department in charge of 
standardization under the State Council shall be 
responsible for proposal approval and the num-
bering and notification of mandatory nation-
al standards. The administrative department in 
charge of standardization under the State Coun-
cil shall assess whether proposed mandatory 
national standards conform with the provisions 
in the preceding paragraph and grant approv-
al for proposals found to conform with the pro-
visions. Mandatory national standards shall be 
approved and published, or authorized for ap-
proval and publication, by the State Council. 
Products and services that do not meet man-
datory standards shall not be manufactured, 
sold, imported, or provided. At the same time, 
a statistical analysis and report mechanism is 
established to monitor the implementation of 
mandatory standards. In terms of AI, there is one 
mandatory standard proposed under the topic 
of generative AI service that is under develop-
ment in China named Cybersecurity technology 
Labeling method for content generated by artifi-
cial intelligence (20241842-Q-252) [2]. 

In addition, voluntary national standards may be 
developed to address technical requirements 
that are needed to serve basic and generic pur-
poses, support mandatory national standards, 
or play a leading role in relevant industries. Vol-
untary national standards shall be developed 
by the administrative department in charge of 
standardization under the State Council. There 
are ten voluntary national standards about AI 
that have been published, including terminolo-
gy, data labeling, key technology, computing re-
source, etc.

In terms of AI-related regulations or laws in Chi-
na, Interim Measures for the Administration of 
Generative Artificial Intelligence Services was 
issued on July 10, 2023, by the Cyberspace Ad-

Several committees and groups in China are 
currently developing international and national 
standards for artificial intelligence. Standardiza-
tion roadmaps have been researched and re-
leased to coordinate national standardization 
activities. In addition, industry alliances exist that 
focus on developing urgently needed consortia 
standards to meet their individual demands.

2.1 Political and Regulatory  
Environment in China

The Standardization Law of the People’s Repub-
lic of China was revised at the 30th Meeting of 
the Standing Committee of the Twelfth Nation-
al People’s Congress on November 4, 2017. This 
law stipulates the organization and implemen-
tation of standardization work, the formulation 
of standards, the supervision and management 
of standardization, and other related contents. 
According to the law, the standards of China in-
clude national standards, industry standards, 
local standards, association standards, and en-
terprise standards. National standards are di-
vided into mandatory standards and voluntary 
standards. Both industry standards and local 
standards are voluntary standards. Mandato-
ry standards must be implemented. The state 
shall encourage the adoption of voluntary stan-
dards. Mandatory national standards shall be 
developed to address technical requirements 
for ensuring people’s health and the security of 
their lives and property, safeguarding national 
and eco-environmental security, and meeting 
the basic needs of economic and social man-
agement. Relevant administrative departments 
under the State Council shall, according to their 
duties and responsibilities, propose mandato-
ry national standards and organize drafts, solicit 
opinions, and conduct technical reviews there-

2. STANDARDISATION
LANDSCAPE IN CHINA
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stronger hold of AI development at the next lev-
el and keep pace with AI technology advance-
ments. To further implement this development 
plan, the Chinese Ministry of Industry and Infor-
mation Technology (MIIT) issued the Three-Year 
Action Plan for Promoting the Development of 
Next Generation of Artificial Intelligence Industry 
(2018–2020) [7] in December 2017. The document 
focuses on the integration of AI and manufac-
turing and aims to implement the first phase of 
the development plan for the next generation of 
artificial intelligence. The action plan laid out an 
implementation plan and goals to be achieved 
by 2020 [8]. The action plan laid out an imple-
mentation plan and goals for four areas to be 
achieved by 2020, initiatives included the devel-
opment of smart manufacturing, in particular, 
key technical equipment and new manufactur-
ing models incorporated with AI; and building 
a comprehensive AI support system, including 
setting up an industry training data pool, cov-
ering industry, healthcare, finance, transporta-
tion, etc.

To strengthen the top-level design of standard-
ization in the field of intelligent manufacturing 
and artificial intelligence, promote research of 
key technologies develop standards, and stan-
dards system construction, guidelines of AI and 
intelligent manufacturing are published. The im-
portant standardization demands and the rela-
tionship between the demands are discussed in 
the guidelines, which give a picture of the whole 
standardization system. The guidelines also sug-
gest deepening international exchanges and 
cooperation on AI and intelligent manufactur-
ing standards, as well as paying attention to the 
synergy of international standards and domes-
tic standards. In terms of the international stan-
dards and standardization, according to Article 
8 of the Standardization Law of the People’s Re-
public of China [9], China promotes participa-
tion in international standardization activities, 
engagement in international cooperation and 
exchanges on standardization, participation in 
the development of international standards, 
adoption of international standards in the Chi-
nese context, and harmonization of Chinese and 
foreign standards. Details of the guidelines are 
given in Section 2.3.

ministration of China, National Development & 
Reform Commission, Ministry of Education, Min-
istry of Science & Technology, Ministry of Indus-
try & Information Technology, Ministry of Public 
Security, and the National Radio and Television 
Administration. These measures apply to the 
provision of generated texts, pictures, audio and 
video, and other content to the public in the Peo-
ple’s Republic of China (hereinafter referred to 
as “generative Al services”) using generative Al 
technology. For example, in the process of al-
gorithm design, training selection, model gen-
eration and optimization, and service provision, 
effective shall be taken to prevent measures dis-
crimination based on ethnicity, religious belief, 
region, sex, age, occupation, or health. Effective 
measures shall be taken based on the charac-
teristics of service types to make generative Al 
services more transparent and generated con-
tent more accurate and reliable. A provider shall 
label the generated contents such as pictures 
and videos in accordance with the Provisions 
on the Administration of Deep Synthesis of Inter-
net-based Information Services [3].

The Position Paper of the People’s Republic of 
China on Strengthening Ethical Governance of 
Artificial Intelligence (AI) released on November 
16, 2022, highlights China’s vision, practices, and 
views for ethical governance of the technology 
from the perspective of global cooperation and 
coordination. It calls for global consensus with 
mutual respect, and actions for the good of hu-
manity [4].

State Council 2023 Legislation Work Plan [5] 
was issued on June 15, 2023, by the State Coun-
cil. The draft revision of the draft Artificial Intelli-
gence Law will be prepared and be submitted to 
the Standing Committee of the National People’s 
Congress for review.

Two major documents related to the Chinese 
standardization strategies on AI have been is-
sued. The State Council released the Devel-
opment Plan of the New Generation Artificial 
Intelligence [6] in July 2017 as the first of its kind 
to be formulated with the rationale to address 
the emergence of AI as the latest focus of global 
competition. The goal is to spur China to take a 

Within many social groups and enterprises, due 
to the existence of targeted standardization 
needs, they will also initiate the development of 
group standards and enterprise standards to fill 
the standard gaps in addition to national stan-
dards and industry standards, thereby forming a 
more complete standard layout.

2.2.2 Standardization Actors 
for Artificial Intelligence in China

The standardization actors for AI in intelligent man-
ufacturing in China are shown in Figure X, including 
standardization committees as well as coordina-
tion groups at national level. At the same time, the 
mirror relationship between the standardization 
committees in China with the international stan-
dardization committees is shown in the figure.

2.2.2.1 Coordination Groups at National Level
In China, two coordination committees perti-
nent to the context of artificial intelligence de-
serve a mention. Firstly, the National Intelligent 
Manufacturing Standardization Group (IMSG) 
is responsible for carrying out intelligent manu-
facturing standardization work under the guid-

2.2 Standardization  
Landscape in China
2.2.1 Standardization 
Framework in China

In China, Standardization Administration of China 
(SAC) established a series of corresponding stan-
dards committees to adapt to international com-
mittees of ISO, IEC, and ITU or develop standards 
in some new technologies. These standardization 
committees are responsible for communicating 
international and domestic standardization work 
and organizing experts to participate in the de-
velopment of relevant international standards. In 
addition, since artificial intelligence, smart man-
ufacturing, and other fields involve many existing 
industries or technologies, government depart-
ments such as SAC and MIIT have jointly formed 
a standardization overall group (National Intel-
ligent Manufacturing Standardization Group 
(IMSG) & National AI Standardization Group 
(AISG)) to coordinate and promote standard 
project establishment and development among 
various standardization technical committees, 
improve the efficiency of standard development, 
and reduce cross-duplication.

Figure 1: Standardization Actors for Artificial Intelligence in China
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of governance, and products and applications 
of artificial intelligence. In August 2020, the sub-
committee was established on the foundation of 
four working groups: (a) on the foundation, mod-
els, and algorithms, (b) chips and systems, (c) 
products and services, and (d) trustworthy. By 
August 2024, it had expanded to include twelve 
extra working groups: knowledge graph, open 
source, computer vision, embodied intelligence, 
medical applications, smart living, steel appli-
cations, intelligent computing, financial appli-
cations, logistics applications, grid applications, 
and mining applications. 

The National Cybersecurity Standardization 
Technical Committee (SAC TC 260) is engaged 
in the standardization of cybersecurity and is 
the mirror committee of ISO/IEC/JTC 1/SC 27. The 
committee is responsible for organizing and car-
rying out standardized technical work related to 
cybersecurity in China, and the main work ar-
eas of the committee include standardization of 
technical work in the areas of security technol-
ogy, security mechanisms, security services, se-
curity management, security assessment, and 
so on. The report of AI Practical Guide to Network 
Security Standards – Guidelines for Ethics for Ar-
tificial Intelligence was developed in China [13]. 

The Technical Committee for Measurement 
Control and Automation of Industrial Process-
es (SAC/TC 124) is the industrial process mea-
surement control and automation of national 
standards and industry standards of the system 
revision work in China. It is the mirror commit-
tee of IEC/TC 65 and ISO/TC 30. The main works 
include: the development of industrial process 
measurement and control communication net-
work protocol standards, various types of instru-
mentation, implementation agencies, control 
equipment standards, and safety standards [14].
The Technical Committee for Industrial Auto-
mation Systems and Integration (SAC/ TC 159) 
is responsible for the standardization of automa-
tion systems and integration for product design, 
procurement, manufacturing and transporta-
tion, support, maintenance, sales processes, 
and related services. These include information 
systems, fixed and mobile robotics in industrial 
and specific non-industrial environments, auto-

ance of the National Intelligent Manufacturing 
Standardization Coordination and Promotion 
Group. Topics of interest include (but are not lim-
ited to) developing plans for standardizing intel-
ligent manufacturing, coordinating the technical 
aspects of the relevant national standards, con-
ducting pilot demonstrations, and providing train-
ing for respective standards. Additionally, IMSG is 
responsible for organizing participation in interna-
tional standardization efforts related to intelligent 
manufacturing and for carrying out international 
standardization exchanges and cooperation [10].

Secondly, the National AI Standardization Group 
(AISG) is responsible for coordinating and plan-
ning AI standardization efforts. Its responsibilities 
include international and national standard-
ization work for AI, such as creating plans and 
policies for standardized AI practices in China, 
coordinating technical aspects of related na-
tional standards, and establishing mechanisms 
for spreading AI basic standards and industrial 
application standards [11]. 

2.2.2.2 Standards Committee 
at National Level or Industrial Level
The National Information Technology Commit-
tee (SAC/TC 28) was established in 1983 and is 
a technical organization engaged in standard-
ization in the field of information technology 
under the joint leadership of the National Stan-
dardization Management Committee and the 
Ministry of Industry and Information Technology. 
It is the mirror committee of ISO/IEC JTC 1 (Joint 
Technical Committee on Information Technol-
ogy) in China. The scope is standardization in 
the field of information technology, which cov-
ers the design, development, and management 
of technologies, systems, and tools for informa-
tion collection, representation, processing, trans-
mission, exchange, presentation, management, 
organization, storage, and retrieval. The sub-
committee of AI (SAC/TC 28/SC 42) [12] is mainly 
responsible for the revision of national standards 
in the field of artificial intelligence foundation, 
technology, risk management, trustworthiness, 
governance, products and applications, etc., in-
ternational counterpart ISO/IEC JTC 1/SC 42. The 
subcommittee is responsible for the major ba-
sis for technology, risk management, trust, areas 

system and puts forward proposals for the proj-
ect of formulating and revising communication 
standards.

The Artificial Intelligence Industry Development 
Alliance (AIIA) [19] builds a cooperative plat-
form for production, research, and development, 
promotes the research and development, de-
sign, production, integration, and service levels 
of alliance members, builds the ecology of Chi-
na’s artificial intelligence industry, enhances the 
competitiveness of China’s artificial intelligence 
industry, strengthens the deep integration of arti-
ficial intelligence and economic and social fields, 
promotes technological progress, improves pro-
ductivity, promotes the digital transformation of 
traditional industries, and supports the acceler-
ated development of new technologies, new in-
dustries, new industries, and new models.  

The Intelligent Manufacturing System Integrator 
Consortium (CIMSIC) [20] is mainly responsible 
for building intelligent manufacturing system in-
tegration technology research and development, 
industry applications, supply and demand dock-
ing, and marketing of integrated public service 
platforms, to promote intelligent manufacturing 
system integration common technology and core 
technology exchange and research. This consor-
tium is developing the standards related to smart 
factories, etc., which involve the elements of AI. 

mation technology, control software technology, 
and system integration technology [15]. 

The National Technical Committee for Com-
munication Standardization (SAC/TC 485) is 
mainly responsible for the development and re-
vision of national standards on communication 
networks, systems and equipment performance 
requirements, communication basic protocols 
and related test methods, and other areas [16]. 

Figure 2 provides a summary of the previous-
ly introduced technical committees and relates 
them to both the respective international TCs as 
well as the national Chinese AI standardization 
directions. More standards will be developed in 
the future.

2.2.2.3 Association or Alliance at Society Level
The China Electronics Standardization Associ-
ation (CESA) [17] carries out research and dis-
cussion on some common problems in the 
standardization work of the electronic infor-
mation industry, promotes the results of stan-
dardization, and organizes the academic and 
technical exchange of standardization of the 
electronic information industry. 

The China Communications Standards Associ-
ation (CCSA) [18] carries out research and tech-
nical investigation of communication standards 

Figure 2: Standardization directions at National standard levels of the TCs
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•	 Zhongguancun Shuzhi Artificial Intelligence 
Industry Alliance [24] is voluntarily jointly ini-
tiated and established by enterprises in the 
field of artificial intelligence in Beijing and 
aims to build a platform for innovation coop-
eration and exchange in the artificial intelli-
gence industry in Beijing. 

In addition, national occupational and techni-
cal skills standards on AI were published in 2021 
by the Ministry of Human Resources and Social 
Security, the Ministry of Industry and Information 
Technology, including artificial intelligence en-
gineering technicians and artificial intelligence 
trainers.

2.3 Standardization Strategy / 
Reports on Context of Artificial 
Intelligence in China

2.3.1 National Guideline  
on AI Standardization

The National Guideline on AI standardization 
[25] was developed by Standardization Admin-
istration of the PRC, Office of the Central Cyber-
space Affairs Commission, National Development 
and Reform Commission, Ministry of Science and 
Technology of the PRC, Ministry of Industry and 
Information Technology of the PRC. This guideline 
defines a framework for the AI standard system 
in China published in 2020. The Administrations 
for Market Regulation of each province, autono-
mous region, municipality, and the Xinjiang Pro-
duction and Construction Corps, along with the 
Cyberspace Administration, the Development 
and Reform Commission, the Science and Tech-
nology Department, and the competent Depart-
ment of Industry and Information Technology, 
as well as the relevant national standardization 
technical committees, are responsible for the 
implementation of this plan. The top-level de-
sign of this standard system is depicted in Fig-
ure 3. The guideline analyzes the overall rules of 
standard system construction and standard de-
velopment and, thereby, clarifies the relation-
ship between standards. The guiding ideology of 
this guideline includes: “Strengthen the top-lev-

Others: There are also other social organizations 
that are focused on the research or application 
of AI, such as the Shanghai Artificial Intelligence 
Standards Committee (ASIS), Chinese Asso-
ciation for Artificial Intelligence (CAAI), China 
Computer Users Association (CCUA), Shenzhen 
Artificial Intelligence Industry Association (ASIIA), 
and the Zhongguancun Shuzhi Artificial Intelli-
gence Industry Alliance (ZAI). For example, CCUA 
published the group standard on AI: Vocational 
Skill Requirements and Evaluation for Artificial In-
telligence Engineers Part 1: Computer Vision [21].
 
•	 Shanghai Artificial Intelligence Standards 

Committee [22] is responsible for carry-
ing out the centralized management of lo-
cal standardization technologies in the field 
of artificial intelligence in Shanghai; propos-
ing the plan for AI standardization in Shang-
hai; establishing an AI standard technology 
route suitable for the development of Shang-
hai’s AI industry; technological innovation 
and cross-border integration; establishing 
and improving the Shanghai AI technology 
standards system by comparing with the in-
ternational advanced level; organizing and 
carrying out research and revision of local 
standards in this professional field; organiz-
ing and carrying out the publicity; and train-
ing and consultation of local standards in 
this professional field. 

•	 Chinese Association for Artificial Intelligence 
[23] was established in 1981. At present, it has 
49 branches, including 41 professional com-
mittees and 8 working committees, covering 
the field of intelligent science and technology. 
The academic field of the society’s activities is 
intelligent science and technology. The basic 
task is to unite national intelligent science and 
technology workers and activists to promote 
the development of intelligent science and 
technology in China through, among other 
things, academic research, domestic and for-
eign academic exchanges, scientific popu-
larization, academic education, scientific and 
technological exhibitions, academic publi-
cations, talent recommendation, academic 
evaluation, academic consultation, technical 
review, and awards. 

Basic and common standards include  
terminology, reference architecture, and 
test evaluation, which are located on the 
far-left side of the AI standard architecture 
and support other parts of the standard 
system structure;

Supporting technologies and product 
standards provide basic support for the 
construction of AI software and hardware 
platforms, the development of algorithm 
models, and the application of AI;

Basic software and hardware platform 
standards mainly focus on intelligent chips, 
system software, development frameworks, 
etc., to provide infrastructure support for ar-
tificial intelligence;

Key general technology standards main-
ly focus on machine learning, knowledge 
graphs, brain-like intelligent computing, 
quantum intelligent computing, pattern 
recognition, etc., to provide general techni-
cal support for AI applications;

el design and macro guidance of standards. 
Accelerate the transformation of innovative 
technologies and applications into standards, 
strengthen the implementation and supervision 
of standards, and promote the deep integration 
of innovation achievements and industries. Pay 
attention to the coordination and matching with 
intelligent manufacturing, industrial Internet, ro-
bots, Internet of vehicles, and other related stan-
dard systems. Deepen international exchanges 
and cooperation on AI standards, pay atten-
tion to the synergy of international and domes-
tic standards, give full play to the supporting and 
leading role of standards in the development of 
AI, and escort high-quality development.”

At the same time, it has guided the orderly devel-
opment of AI standardization in China and com-
pleted the pre-research work on more than 20 
important standards, such as key general tech-
nologies, key areas of technology, and ethics.

A

B

C

D

Figure 3: Framework of AI standard system in China [25]
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Figure 4: Updated Framework 
of AI standard system in China [26]

This guideline also gives some standardization 
direction in intelligent manufacturing, includ-
ing mass customization, predictive maintenance 
(including the application of VR/AR technology), 
process optimization, manufacturing process 
fl ow optimization, operation management op-
timization, and other standards. As the technol-
ogies related to AI develop quickly, this guideline 
will continue to be revised in the next step. Guide-
lines for the Construction of a Comprehensive 
Standardization System for the National Artifi cial 
Intelligence Industry was issued on June 6, 2024. 
The framework of the AI standard system is up-
dated as the following Figure 4. 

2.3.2 National Guideline on Intelligent 
Manufacturing Standardization

The National Guideline on Intelligent Manufac-
turing Standardization has been published in 
2018 [27] and 2021 [28]. The guideline proposes the 
Framework of the IM Standard System in China 
and proposes the AI application standardization 
direction in intelligent manufacturing as shown 
in Figure 5. The comparison between version of 
2018 and version of 2021 is shown in the following 
fi gure. The new version of the guide updated the 

Standards in key technology areas main-
ly focus on natural language processing, 
intelligent speech, computer vision, biomet-
rics, virtual reality/augmented reality, hu-
man-computer interaction, etc., to provide 
technical support for artifi cial intelligence 
applications;

Product and service standards include the 
relevant standards for intelligent products 
and new service models formed in the fi eld 
of artifi cial intelligence technology;

Industry application standards are located 
at the top of the AI standard architecture, 
facing the specifi c needs of the industry, 
refi ning other parts of the standards to sup-
port the development of various industries;

The safety/ethics standard is located on 
the far-right side of the AI standards archi-
tecture and runs through the other parts to 
establish a compliance system for AI.

E

F

G

H

2.3.3 Other Related 
Standardization Roadmaps 
or Reports at the Association Level 

2.3.3.1. Artifi cial Intelligence 
Standardization Whitepaper (2018 Edition)
The Artifi cial Intelligence Standardization White 
Paper (2018 Edition) [29] aimed to stress the im-
portance of establishing standards for the rapid 
development of AI: “At present while China’s de-
ployment of AI-related products and services is 
expanding, there also exists the issue of a lack of 
standards. AI is promoting into many areas, and 
while some sub-fi elds are standardized, their 
dispersed one have not formed systemic stan-
dards yet.” The white paper analyzed the stan-
dard demands of AI: 

• Defi ne the scope of AI research. AI has shift-
ed from laboratory research to applications.
The practical system of the domain shows 
the trend of rapid growth, which needs to be 

framework of IM standard system in China, and 
revised the AI application standardization direc-
tion in IM as follows: “Artifi cial intelligence stan-
dards: These mainly include knowledge service 
standards such as machine learning, knowledge 
representation, knowledge modeling, knowledge 
fusion, and knowledge computing; platform and 
support standards such as application platform 
architecture and integration requirements; per-
formance evaluation standards such as train-
ing data requirements, testing instructions, and 
evaluation principles; and application man-
agement standards for the whole life cycle of 
products, such as intelligent online testing and 
operation management optimization.”

At present, the second revision of the guideline has 
been initiated and will be published in the next few 
years. The intelligent manufacturing standardiza-
tion will be updated according to new technolo-
gies, models, and standardization demands.

Figure 5: Structural Diagram of Intelligent Manufacturing Standard [28]
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components, data, and transaction models 
through standard and compatible interfaces. 

•	 Evaluate AI products. Artificial intelligence 
systems, as industrial products, require perfor-
mance, security, compatibility, and interoper-
ability, and more can be evaluated to ensure 
the quality and availability of products and to 
ensure the sustainability of the industry. The 
evaluation work generally includes a series of 
activities such as testing and evaluation, the 
evaluation object can be a self-driving sys-
tem, service robot, and other products, in ac-
cordance with standardized procedures and 
means, through measurable indicators and a 
quantifiable evaluation system to obtain sci-
entific evaluation results, while with training, 
communication, and other means to promote 
the implementation of standards. 

•	 Standardization of key technologies. Key 
technologies that have developed patterns 
and are widely used should be standardized 
in a timely manner to prevent version frag-
mentation and independence, and to ensure 
interoperability and continuity. For example, 
the user data bounded by the deep learn-
ing framework should ensure data exchange 
and not be bounded by the platform by clar-
ifying the data display method and com-
pression algorithm of the neural network and 
protect the user’s rights and interests in the 
data, and other basic standards such as hu-
man-computer interaction technology, sen-
sor interface, and basic algorithm need to 
be formulated as soon as possible. 

•	 Ensure safety and ethics. Artificial intelli-
gence collects a large amount of personal, 
biological, or other characteristic data from 
a variety of devices, applications, and net-
works that are not readily well organized and 
managed from the beginning of the system’s 
design and take appropriate privacy mea-
sures. Artificial intelligence systems, which 
have a direct impact on human safety and 
life safety, may pose a threat to human be-
ings and need to be standardized and eval-
uated to ensure safety before such artificial 
intelligence systems are widely used.

defined by unified terminology, clear the core 
concept of artificial intelligence connotation, 
extension, and demand, guide the industry 
to correctly understand and understand ar-
tificial intelligence technology, and facilitate 
the widespread use of artificial intelligence 
technology by the public.

•	 Describe the framework of AI systems. Users 
and developers are facing the power of arti-
ficial intelligence systems. And when imple-
mented, AI systems are generally seen as a 
“black box,” but it is necessary to go through 
the technical framework. Specifications to en-
hance the transparency of artificial intelligence 
systems. Because of the wide range of appli-
cations of AI systems, it may be difficult to give 
a common AI framework, and a more realistic 
way is to give a specific framework in a par-
ticular scope and problem. For example, ma-
chine learning-based AI systems are currently 
mainstream technologies and rely on techni-
cal resources, including cloud computing and 
big data, on which to build a framework of ma-
chine learning-based AI systems and define 
the capabilities of their components. 

•	 Evaluate the intelligence level of AI systems. 
AI systems are divided by intelligence. 
It has always been controversy, and giving a 
benchmark to measure its intelligence level 
is a difficult and challenging task. The differ-
ent applications of intelligent grade eval-
uation need to be further clarified, and the 
need for standardization work to gradually 
solve the problem.

•	 Promote the interoperability of AI systems. 
Different scenarios involve different AI sys-
tems and components. Information inter-
action and sharing between systems and 
components need to be guaranteed through 
interoperability. Artificial intelligence interop-
erability also involves the interoperability be-
tween different intelligent module products 
to achieve data interoperability, that is, dif-
ferent intelligent products need standardized 
interfaces. Standardization ensures that the 
application interface, service, and data for-
mat of the AI system define interchangeable 

and put forward suggestions for AI security stan-
dardization. Based on the analysis of risk chal-
lenges, such as attack modes and impacts, the 
white paper gave the rules of AI security: human 
orientation, parity of authority and responsibility, 
and classification. 

Standardization in Europe and Germany is solely 
driven by industrial interests and follows a de-
centralized approach. Standards serve as non-
binding guidance for the industry with regard 
to market regulation and are therefore benefi-
cial for ensuring compliance with regulatory re-
quirements. The market authorities’ regulatory 
interventions lead to normative requirements 
handled by well-defined processes within the 
European Union. These aspects are detailed in 
Section 3.1. 

Drivers or initiators of normative projects are the 
industry representatives organized in technical 
bodies. The federal structure of Europe, the re-
quirement for consistent standards throughout 
the single European market, and the decentra-
lized approach to standards development at 
national level, as well as cooperation between 
nations on an international level, lead to a com-
plex organizational network. This network is for-
med through specific agreements on adoption 
and cooperation between institutions and is fur-
ther expounded upon in Section 3.2.

Standardization roadmaps survey future re-
quirements for normative or scientific activities 
to adapt the existing normative framework to 
changing boundary conditions underlying the 
roadmap within a transformative perspective. 
The published contents are informative but do 
not establish a binding framework for action in 
Europe. Section 3.3 presents a concise overview 
of selected roadmaps on artificial intelligence 
related to Industry 4.0 / Intelligent Manufacturing.

•	 Standardization of industry application 
characteristics. In addition to common 
technology, the implementation of artificial 
intelligence in specific industries also has 
personalized needs and technical charac-
teristics, such as home applications, medi-
cal applications, transportation applications, 
etc., that need to consider the functional 
performance characteristics of specific de-
vices, system composition structure, and in-
terrelations. 

2.3.3.2. Artificial Intelligence
Standardization White Paper (2021 Edition)
By comparison with the version of 2018, the 2021 
edition [30] provides novel content on the follow-
ing aspects:

•	 First, from the perspective of the industrial 
chain, the current situation and development 
trend of the artificial intelligence industry are 
analyzed;

•	 The second is to introduce the current interna-
tionally recognized AI system life cycle model, 
AI ecosystem framework, and machine learn-
ing technology framework; 

•	 The third is to sort out the key works of major 
AI standardization organizations at home and 
abroad; 

•	 The fourth is to form an AI standard system 
framework and a detailed list of standard 
systems;

•	 Fifth, it puts forward suggestions for key work 
of artificial intelligence standardization in Chi-
na by combining work with the progress of 
standardization works and the construction of 
standards system.

2.3.3.3. Artificial Intelligence Safety 
Standardization White Paper (2023)
This white paper [29] investigated the develop-
ment of AI, sorted out the regulatory policies and 
standardization status of AI security at China and 
overseas, and analyzed the risk challenges and 
connotations of AI security. In addition, it gave the 
framework of AI security standardization system 
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sufficiently defined in the corresponding formal 
law, so that no ordinance is possible without a 
basis of authorization by a higher law. This should 
be distinguished from general administrative re-
gulations, which are not legal acts addressed to 
citizens, but administrative acts addressed to 
the administration and issued by higher bodies 
within the administrative hierarchy.

The central political institution in Europe is the Eu-
ropean Union (EU), which is an independent legal 
entity. The EU is an association of (currently) 27 
European states. The political system of the EU 
contains both supranational and intergovern-
mental elements. This is reflected in the organi-
zation of the organs of the European Union: The 
European Council and the Council of the Euro-
pean Union represent individual states through 
their governments; the European Parliament, as 
the legislative body of the EU, directly represents 
the citizens of the European Union. The European 
Commission represents the executive body, and 
the EU Court of Justice represents the judicial au-
thority in the form of supranational institutions. 
In European law, a distinction is made between 

3.1 Political and Regulatory 
Environment in Germany 
and Europe
Europe and most European countries have a legal 
system that follows the basic structure described in 
this section. In the following, the German and Euro-
pean systems are used as examples without loss of 
generality. Figure 6 provides an overview.

Norms and standards are closely linked to the 
legal system. Therefore, it is necessary to take a 
detailed look at legislation and its mechanisms 
to gain a fundamental understanding of the role 
of norms and standards within the legal system.
In Germany, the constitution, known as the Basic 
Law, is at the top. This is followed by formal laws, 
which are passed by the parliamentary legisla-
ture in accordance with the procedure laid down 
in the Basic Law of the Federal Republic of Ger-
many [31, Acts 76–82]. Ordinances, on the other 
hand, are issued by the executive, i.e., the go-
vernment, based on an authorization granted by 
formal law [31, Act 80.1]. The content, scope, and 
purpose of the authorization granted must be 

3. STANDARDISATION LANDSCAPE 
IN GERMANY AND EUROPE

Figure 6: Standards and 
norms in the legal system
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3.2 Standardization 
Landscape in Germany 
and Europe

3.2.1 Standardization Framework 
in Germany and Europe
In accordance with the federated nature of Eu-
rope, national standardization bodies (NSBs) and 
their respective mirror committees represent 
country-specific activities and interests of the 
European Standardization Organizations (ESOs), 
namely CEN, CENELEC and ETSI. Similarly, the na-
tional bodies of the European countries mirror the 
international committees of the ISO, IEC, and ITU. 
The communication channels in Europe are cur-
rently exclusively via the national mirror commit-
tees – not least because of the voting rights for 
consensus building of standards on the interna-
tional level. For this reason, both international and 
(if existing) corresponding European committees 
are often mirrored by the same national techni-
cal committee; there is no consolidated European 
perspective, voting, and direct communication 
from European levels to international standard-
ization bodies and committees. However, work at 
the European level, mostly in the form of publica-
tions, represents important signposts for national 
work; in some cases, there is also an orchestrating 
exchange and formation of opinion at the Euro-
pean level with feedback to the national level. 

European Standards2 are developed within CEN 
(electrotechnical sector), CENELEC (general stan-
dards), and ETSI (telecommunications sector). CEN 
and CENELEC have adopted the vote weighting 
system specified for the European Union in the Nice 
Treaty, which is based on the population of each 
country. All CEN members are obliged to adopt Eu-
ropean Standards, unchanged, as national stan-
dards, and to withdraw any conflicting national 
standards. Accordingly, all CEN/CENELEC members 
apply the same European Standards. This is one 
of the foundations of the European internal mar-
ket. The use of European Standards is voluntary. 
With increasing globalization, experts are develo-
ping standards at international level. International 
standards can also be adopted as European Stan-
dards. According to the Vienna Agreement [35], a 
standard can also be developed either on inter-

directives and regulations. Regulations are a le-
gal act of the European Union with general va-
lidity and direct effectiveness in the member 
states. An example is the EU regulation 2017/745 
[32] on the clinical investigation and sale of me-
dical devices for human use. In the context of AI, 
the so-called AI Act of the European Commissi-
on is a regulation [33], too. Directives are legal 
acts of the European Union. They are not directly 
applicable but must be transposed into national 
law by the member states. Directives are usually 
adopted jointly by the Council of the European 
Union and the European Parliament in accor-
dance with the ordinary legislative procedure on 
a proposal from the European Commission. One 
example is the so-called Machinery Directive, EU 
directive 2006/42/EC [34], which regulates a uni-
form level of protection for accident prevention 
for machines and partly completed machines 
when they are placed on the market. EU law can 
be accessed via EUR-Lex.1

In summary, when products are marketed or 
services are provided in Europe, they must com-
ply with both European Union regulations and 
national laws – e.g., German law. These laws 
can either be of national origin or designed to 
implement European directives. Together they 
are known as the regulatory framework. The le-
gal framework usually outlines specific objec-
tives or necessary general measures but does 
not prescribe the exact methods for achieving 
these objectives. This is because necessary and 
appropriate measures, especially in technical 
contexts, depend heavily on the current state of 
the art. If these measures were to be included in 
legislation, the legislation would need to be re-
gularly updated to reflect changes in the state 
of the art. Therefore, legislation continues to fo-
cus on technology-independent objectives and 
requirements, while full-consensus standard-
ization defines the current state of the art to be 
used in this context. Full-consensus standardiza-
tion is the only body capable of fulfilling this role 
because of the broad consensus of all relevant 
parties on which it is based.

1 https://eur-lex.europa.eu
2 European standards are identified by the letters “EN” 
  (European Norm) in their name.
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telligence mirrors on a German national level the 
CEN/CLC JTC 21 (European level) as well ISO/IEC 
JTC 1/SC 42 (international level). CEN-CLC/JTC 
21 [38] shall produce standardization deliverab-
les in the field of artificial intelligence and rela-
ted use of data, as well as provide guidance to 
other technical committees concerned with ar-
tificial intelligence. The JTC 21 shall also consider 
the adoption of relevant international standards 
and standards from other relevant organizations, 
like ISO/IEC/JTC 1 and its subcommittees, such 
as SC 42 Artificial Intelligence. Furthermore, the 
JTC shall produce standardization deliverables 
to address European market and societal needs 
and to underpin primarily EU legislation, policies, 
principles, and values – in this context the cur-
rently open standardization requests from the 
European Commission towards implementing 
standards for the upcoming European Artificial 
Intelligence Act. ISO/IEC/JTC 1/SC 42 [39] serves 
as the focus and proponent for JTC 1’s standard-
ization program on artificial intelligence and pro-
vides guidance to JTC 1, IEC, and ISO committees 
developing artificial intelligence applications.

The Standardization Council Industrie 4.0 
(SCI4.0) [40] pursues the goal of initiating digi-
tal production standards in Germany and coor-
dinating them nationally and internationally. In 
2016, the German industry announced the foun-
ding of the Standardization Council Industrie 4.0, 
an initiative originating from Bitkom3, DIN, DKE/
VDE, VDMA4, and ZVEI5, with the aim of initiating 
standards for digital production and coordina-
ting them nationally and internationally. Nowa-
days, SCI4.0 serves as a neutral coordination, 
orchestration, and consultancy body for indus-
try, academia, and politics regarding strategies 
and the operational execution of innovation pro-
cesses and standardization activities on national 
and international levels. The STD 1941.0.8 Expert 
Board on Artificial intelligence in Industrial Ap-
plications hosted by SCI4.0 serves as a coordi-
native technical committee to identify needs on 

national (e.g., ISO) or European (e.g., CEN) level and 
then adopted simultaneously as both an interna-
tional and a European Standard by means of pa-
rallel voting. Similarly, the Frankfurt Agreement [36] 
between IEC and CENELEC defines simultaneous 
adoption of IEC international standards on a Euro-
pean level by CENELEC. The European standardiza-
tion organizations are officially recognized by EU 
regulation 1025/2012 [37] as providers of European 
standards. CEN, CENELEC, and ETSI have been wor-
king with the European Commission since 1984, 
when a cooperation agreement was signed. 

DIN and DKE, which are the German NSBs, are 
one of the CEN and CENELEC members with the 
greatest voting weight. DIN, the German Institute 
for Standardization, is an independent platform 
for standardization in Germany with more than 
36,000 experts from industry, research, consu-
mer protection, and the public sector bringing 
their expertise to work on standardization pro-
jects. DKE, the German Commission for Electri-
cal, Electronic & Information Technologies of DIN 
and VDE, is the German standardization organi-
zation responsible for the development and ad-
option of standards and safety specifications in 
the areas of electrical engineering, electronics, 
and information technologies. DKE constitutes a 
joint organization of DIN and VDE (a technical-
scientific association), the operative and juridi-
cal responsibility for running the DKE being in the 
hands of VDE. 

3.2.2 Standardization Actors
for Artificial Intelligence in 
Germany and Europe

The foundational framework delineated in the 
preceding section for standard setting in the 
field of artificial intelligence is also apparent in 
Germany and Europe. This section delves deeper 
into the primary levers and their interplay. Figure 
7 provides a concise summary.

DIN/DKE/NA 043-01-42 GA, the DIN/DKE joint 
working committee artificial intelligence, is a 
subcommittee of DIN NIA], the DIN Standards 
Committee on Information Technology and se-
lected IT applications which develops standards 
in the IT sector. This German JWG on artificial in-

3 Bitkom e.V. is the industry association for the German information   
  and telecommunications sector.
4 VDMA e.V. is an industry association of the German and European

machinery and plant manufacturers.
5 The ZVEI is an industry association of the German electrical and

digital industries.

Additionally, various industrial consortia, asso-
ciations, and societies deal with selected aspects 
on artificial intelligence, e.g., digital twins for data 
provisioning, simulation models for data synthe-
sis, etc., and develop and publish specifications 
and consortia standards. An overview of these 
activities is left for future work.

3.3 Standardization Strategy 
on Artificial Intelligence in 
Germany and Europe

Due to the highly distributed nature of standard-
ization activities in Europe and Germany, various 
stakeholders, e.g., industrial experts and poli-
tical and regulatory bodies, demand a struc-
tured overview of current (development and 
standardization) activities with a focus on spe-
cific applications, topics, methodologies, and 
challenges. Accordingly, some standardization 
roadmaps with different focuses have been de-

future standardization activities on artificial intelli-
gence in IM/I4.0. By that, the technical committee 
contributed to various national standardization 
roadmaps, e.g., on Industrie 4.0 or on artificial in-
telligence. Furthermore, implementing, following 
up, and initiating essential activities and projects 
for the implementation of the AI strategy, as de-
scribed in the national standardization roadmaps, 
is a critical mission of this organization. 

Beyond these committees focusing exclusively 
on AI, various further standardization groups are 
addressing aspects of artificial intelligence wit-
hin the respective area of interest, e.g., the spe-
cification and design of autonomous/cognitive 
systems (DKE/AK 801.0.8) or functional safety of 
electrical, electronic, and programmable elec-
tronic systems (DKE/GK 914). A huge variety of 
further standardization committees dealing with 
aspects of artificial intelligence in their respecti-
ve scopes exist but a comprehensive overview of 
them is beyond the scope of this report.

Figure 7: Relationship between European and German (national) committees on Artificial Intelligence Standardization
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veloped and revised frequently by industrial and 
academic experts. Most of these standardization 
roadmaps exhibit an intersection of their con-
tents. This is obvious because, not least, these 
standardization roadmaps ultimately investiga-
te the identical reality from different perspecti-
ves and different viewpoints.

The aim of the standardization roadmaps is to de-
scribe at an early stage a framework for action that 
will strengthen the national industry and science 
in the competition between the best solutions and 
products and create innovation-friendly conditi-
ons for the technology of the future. From the Eu-
ropean and German perspective, norms form the 
basis for technical sovereignty, create a framework 
that promotes transparency, and provide orientati-
on. Thus, they ensure security, quality, and reliability.

In the remainder of this section, a brief overview of 
selected standardization roadmaps on German 
and European levels in the context of Industry 4.0 / 
Intelligent Manufacturing and artificial intelligence 
are presented briefly and some major outcomes 
are summarized, without claim to completeness. 

3.3.1 German Standardization 
Roadmap on Industrie 4.0

The Industrie 4.0 standardization roadmap is one 
of the central Industrie 4.0 communication media 
for national and international exchange between 
standardization, industry, associations, research, 
and politics. The document serves as a guide 
for all stakeholders from the various technolo-
gical sectors and presents the current work and 
discussion results as well as relevant standards 
and norms in the field of Industrie 4.0. It outlines 
the requirements for standardization and provi-
des impetus for successful implementation.

The standardization roadmap Industrie 4.0 is de-
veloped by the national technical committee STD 
1941.0.1 operated by the Standardization Council 
Industrie 4.0 (cf. Section 3.2, Figure 7) and jointly 
published by DIN and DKE. Each new edition builds 
upon the previous one, using its contents as the 
foundation. Results from previous iterations are 
also taken into consideration. Requirements for 
the future standardization framework are upda-

ted based on current developments and findings. 
Consequently, new requirements and recom-
mendations for action, both short and long term, 
are derived and described. The recent 5th edition 
of the Industry 4.0 standardization roadmap [41] 
was published in 2023 and focuses on achieving 
interoperability and thus standardized machine-
to-machine and human-to-machine communi-
cation in networked digital ecosystems. Other key 
topics are sovereignty as well as environmental 
and social sustainability.

Artificial intelligence was integrated for the first 
time in the 4th Edition of the German Standard-
ization Roadmap Industrie 4.0 focusing on the 
use of AI in industrial applications. The Expert 
Board on Artificial Intelligence in Industrial Appli-
cations (STD 1941.0.8, cf. Section 3.2) takes a cen-
tral role in developing standardization roadmaps 
and their continuous monitoring in the context of 
artificial intelligence in Industrie 4.0. Alongside its 
coordination and orchestration responsibilities, 
STD 1941.0.8 also oversees the development of 
the normative framework for AI in Industrie 4.0. 
Content-related and strategic considerations 
for AI in industrial applications are contributed 
to national standardization roadmaps, including 
the Industrie 4.0 standardization roadmap in col-
laboration with experts from STD 1941.0.1. 

The development of the fundamental concept 
of Industrie 4.0 is evident in the multiple iterati-
ons of the standardization roadmap because it 
reflects the current state of knowledge and aims 
to provide suggestions for the suitable transfor-
mation of the Industrie 4.0 standardization fra-
mework. The recent, fifth edition of the Industry 
4.0 standardization roadmap strives to establish 
a digital industrial ecosystem and address the 
corresponding normative obligations. Thereby, 
three major objectives – in accordance with the 
Vision 2030 for Industry 4.0 – are identified, na-
mely interoperability, autonomy, and sustainabi-
lity. They are detailed in the following.

•	 Semantics as a foundation of interoperable  
digital ecosystems: Investigations in the 
context of Industrie 4.0 and the digital trans-
formation of industries have shown that 
achieving a shared understanding regarding 

dardization consider interactions between 
social and technical components. Such a 
perspective that is focused on human-cen-
teredness can prevent “technical constraints” 
that may surface when elements of Indus-
trie 4.0 are introduced without considering 
standardized aspects and defined specifi-
cations of human-centric work design. Fun-
damental principles of occupational health 
and safety law must be objectively consi-
dered alongside standards for operating, 
implementing, and evaluating Industrie 4.0 
systems centered on human needs. Ecologi-
cal sustainability and digital transformation 
are often referred to together as a “double 
transformation” or “twin transformation,” but 
subjectivity should be avoided when discus-
sing their impact. The European Union and its 
member states can establish standards for 
global value chains and digital ecosystems. 
To effectively carry out the “twin transfor-
mation,” sustainability components should 
be digitally documented and accessible as 
data and information. As a result, there are 
multiple connections to interoperability and 
industrial autonomy aspects.

Methods and algorithms from the field of AI are 
employed for both semantic data modeling and 
processing. Furthermore, AI autonomy is a cruci-
al component regarding AI regulation. In Industry 
4.0, socio-technical considerations play a signifi-
cant role, highlighting the importance of human 
oversight and human-centric AI (also in the con-
text of the upcoming AI regulation in Europe). Ge-
nerally, artificial intelligence plays an important 
role in facilitating and achieving all three objec-
tives. Thereby, norms and standards are enablers 
for the trustworthy and beneficial use of AI in in-
dustrial automation.

3.3.2	 German Standardization  
Roadmap on Artificial Intelligence

On behalf of the German Federal Ministry of Eco-
nomic Affairs and Climate Action, DIN and DKE 
began work on the second edition of the German 
Standardization Roadmap on Artificial Intelligen-
ce in January 2022 and published it in December 
2022. More than 570 experts from various fields, 

the notion of semantics is challenging due to 
varying perspectives. These disparities occur 
because of several factors, such as the dis-
tinct contributions of diversified disciplines, in-
cluding linguistics, philosophy, and computer 
science, to the comprehension of semantics. 
Achieving interoperability is a key objective 
of standardization strategies, requiring a uni-
form understanding of the role of semantics. 
This is especially important for efficiently esta-
blishing interoperability in digital ecosystems, 
which provide the foundation for a vast range 
of data-driven services and functionalities in 
various industries. In the realm of Industrie 4.0, 
a plethora of standards exist to facilitate in-
teroperability among systems. Therefore, it is 
crucial to establish a means by which know-
ledge can be conveyed, exchanged, com-
prehended, or processed, utilizing objective 
and unambiguous descriptors. To achieve 
this end, a unifying framework of standards 
for knowledge sharing is imperative.

•	 Autonomy of industrial data spaces: Data 
spaces are considered a significant driver 
for the objective of generating additional va-
lue from data, while simultaneously ensuring 
data autonomy, data security, and data in-
tegrity for stakeholders. To achieve this aim, 
data spaces provide participants with se-
cure, trusted transaction zones (security 
domains), through which data can be ac-
cessed, evaluated, and managed collabora-
tively. Data spaces provide a way to deliver 
specific value consistently across different 
examples by offering common technical, le-
gal, and business principles. There are nume-
rous examples in the manufacturing industry 
where companies are creating additional 
value through data analysis. Nevertheless, 
these solutions are forming islands on a data 
and application level – not yet supporting 
pervasive data accessibility and a full range 
of data space characteristics. Achieving this 
objective on an industrial level requires ap-
plying appropriate standards and norms.

•	 Social, ecological, and technical sustai-
nability: Adhering to the socio-technical 
approach, work systems’ design and stan-
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•	 Data reference models for the interoperabi-
lity of AI systems Many actors participate in 
value chains, and for their AI systems to work 
together automatically, a secure, reliable, and 
flexible data exchange model is necessary. A 
comprehensive data exchange is establis-
hed through data reference model standards 
from various fields, which guarantee the 
worldwide interoperability of AI systems.

•	 Horizontal AI basic security standard: AI sys-
tems are essentially IT systems. There are al-
ready many standards and specifications for 
IT systems from various application areas. To 
ensure uniform IT security for AI applications, 
an overarching “umbrella standard” that com-
bines existing IT standards and test procedures 
and adds AI-related aspects would be bene-
ficial. Subordinate standards on other topics 
can supplement this basic security standard.

•	 Practical criticality checks of AI systems 
When self-learning AI systems make decisions 
that affect people, their possessions, or ac-
cess to scarce resources, unintended AI errors 
can jeopardize fundamental individual rights 
or democratic values. Thus, to ensure that AI 
systems can be developed freely in ethical-
ly non-controversial fields, designers must 
create an initial criticality test using establis-
hed standards and specifications to quickly 
and legally determine whether an AI system 
has the potential to cause such conflicts.

•	 Strengthen the European quality infrastruc-
ture by “Trusted AI”: The absence of depen-
dable quality standards and test protocols 
for AI systems results in the risk of negatively 
influencing economic growth and competiti-
veness. The implementation of a program on 
“Trusted AI,” is an important building block to 
establish a consistent and reproducible fra-
mework for testing AI systems’ properties, in-
cluding reliability, robustness, performance, 
and functional safety, and make trustwort-
hy assessments. Standards and specificati-
ons outline the necessary properties for the 
certification and conformity assessment of AI 
systems, without subjective evaluations.

•	 Use cases for identification of standard-

including industry, science, the public sector, and 
civil society, participated in and contributed to 
the refinement of the strategic roadmap for AI 
standardization. This project was led and sup-
ported by a specialized, high-level coordination 
group on AI standardization and conformity.
The standardization roadmap on AI highlights 
the necessary requirements, provides specific 
recommendations, and establishes the ground-
work for initiating standardization efforts on a 
national, European, and international level at an 
early stage. The roadmap significantly contribu-
tes to the European Commission’s Artificial Intelli-
gence Act by supporting its implementation. The 
second edition of the German standardization 
roadmap on AI [42] investigates in detail requi-
rements and necessary actions in the following 
fields: basic topics, ethics / responsible AI, qua-
lity, conformity assessment and certification, IT 
security and safety in AI systems, industrial auto-
mation, mobility and logistics, and AI in medicine. 
Accordingly, this roadmap covers various topics 
related to Industrie 4.0 / Intelligent Manufacturing, 
including security and safety, testing and certifi-
cation, socio-technical systems, and industrial 
automation. To ensure consistency among dif-
ferent German roadmaps and avoid duplicating 
efforts, STD 1941.0.8 (SCI4.0 Expert Board on Artifici-
al Intelligence in Industrial Applications) has been 
assigned responsibility for all topics related to in-
dustrial automation within this standardization 
roadmap. Additionally, the board is responsible 
for implementing identified recommendations 
for action, which can be clustered into five major 
action fields described in the following:

themes that have been addressed for European 
standardization, which are described in detail 
in the roadmap: accountability, quality, data for 
AI, security and privacy, ethics, engineering of AI 
systems, and safety of AI systems. 

Based on an analysis of these themes, it was con-
cluded that there is a strong necessity for esta-
blishing a dedicated European standardization 
working group – which has already been imple-
mented by setting up CEN-CLC/JTC 21 (cp. Sec-
tion 3.2.2). Beyond this organizational aspect, the 
roadmap highlights that “the physical world is 
governed by mechanisms that have evolved over 
centuries” [43, p. 3] which should also be used for 
the digital world (e.g., data, information, behavi-
or, etc.). Moreover, the implementation of AI stan-
dards can aid economic and social stakeholders 
in facilitating, bolstering, and enhancing such 
systems in the digital realm. It is critical that ESOs 
and European NSBs ensure the advantageous 
impact of AI on citizens and society through stan-
dardization. In principle, adhering to and uphol-
ding the fundamental values and human rights 
recognized in Europe and establishing suitable 
governance of AI throughout the entire system life 
cycle will help to ensure reliable (strong, safe, se-
cure, etc.) AI to enhance European competitive-
ness and provide benefits for society.

ization needs: AI research as well as the in-
dustrial development and application of AI 
systems are rapidly evolving. Currently, the-
re are numerous AI applications across dif-
ferent fields. The need for standardization 
in AI applications suitable for industrial use 
can be identified from use cases specific 
to each application and industry. It is cruci-
al to integrate reciprocal impulses from re-
search, industry, society, and regulation to 
shape standards and specifications. Stan-
dards that have been developed must be 
tested and refined using use cases. This ap-
proach enables the identification of applica-
tion-specific requirements at an early stage 
and the realization of commercially viable AI 
standards.

The outcome of the Standardization Roadmap AI 
serves as a precursor to future work and sets the 
foundation for standardizing artificial intelligen-
ce – both on cross-domain-spanning as well as 
domain-specific standardization (vertical stan-
dardization) like industrial automation, energy, 
and mobility. Implementing these results will aid 
the support of industry and science, while crea-
ting innovation-conducive circumstances for 
future technologies. These outcomes will nota-
bly contribute to the socio-political dialogue on 
the prospects and use of AI at a European level 
– especially also in context of the upcoming AI 
regulation in Europe.

3.3.3	 CEN-CENELEC  
Focus Group Report: Road Map  
on Artificial Intelligence

As regulatory activities at the European level 
emerged and the importance of AI in standard-
ization increased, the Focus Group on AI laun-
ched in April 2019 as part of European efforts to 
support CEN and CENELEC in finding ways to de-
velop and diffuse AI in Europe. The group aims to 
facilitate the process. A significant result of the 
Focus Group was the publication of the Road-
map on Artificial Intelligence6 [43] in September 
2020 as a component of an outcome report and 
the first of its kind in Europe. 
The Focus Group discussed the following seven 

6 The area of responsibility of Focus Group on AI was transferred to 
the newly established standardization committee CEN-CLC JTC 21. 
With the establishment of this committee, the Focus Group on AI 
ceased its work.
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general, fundamental challenges related to the-
consistency of terminology and the regulatory/
legal framework. If a common definition and un-
derstanding of AI remains an unresolved chal-
lenge, standardizing the regulatory framework 
or at least sharing common ideas is even more 
difficult. And if a common definition and unders-
tanding of AI remains an unresolved challen-
ge, standardizing the regulatory framework will 
be even more difficult. This can also be seen in 
a global historical perspective, in a world where 
tolls and artificial trade barriers are an essential 
element of doing business and boost local trade. 

Challenge 1: 
Lack of a widely accepted definition 
of Artificial Intelligence. 
The ISO/IEC 22989 definition of artificial intelli-
gence lacks (up to now) widespread acceptan-
ce due to its limited significance and specificity. 
Multiple normative documents on AI are in de-
velopment, partly utilizing various alternative defi-
nitions of AI resulting in varying scopes. This leads 
to opaque and partially contradictory definitions, 
causing inconsistencies between standards. Alt-
hough there is no universally accepted definiti-
on of AI, progress in methods, technologies, and 
aspects greatly impacts the discussion, definition, 
and standardization of AI. Nevertheless, the dis-
tinct separation and relationship between these 
constituent aspects of AI remains indistinct and 
occasionally unclear, resulting in divergent inter-
pretations and applications. Varying definitions 
used in documents, which might be used in con-
junction, result in high levels of complexity when 
comparing definitions, reason about their relati-
onship, and in case of contradiction and ultima-
tely lead to insurmountable problems.

Comparing AI standardization activities on IM/
I4.0 in Germany and China, most committees and 
(technical) groups concentrate their standard-
ization activities primarily on general topics of AI, 
i.e., horizontal standardization. Therefore, minor 
activities address the development of specific 
standards for IM/I4.0. As a result, manufactu-
ring-specific requirements are not adequately 
addressed due to the necessary abstraction of 
horizontal standardization. Current white papers 
and guidelines fail to provide a clear direction for 
standardizing AI in manufacturing.

Current white papers and guidelines do not pro-
vide a clear direction for the standardization of 
AI in manufacturing, although international stan-
dardization can act as a lever for a variety of 
current challenges. Therefore, based on the Chi-
nese and German perspectives presented ear-
lier in this report, this section describes current 
and common challenges in the application and 
use of AI in manufacturing that can benefit from 
international collaboration in standardization.

4.1 General and 
fundamental challenges
The previous sections of this report provided an 
overview of technical bodies that are involved in 
the standardization of AI in China, Germany, and 
Europe, but also which regulatory frameworks 
need to be considered when offering products 
and services in these markets. Thereby, it was 
particularly important to understand the terms 
and their meaning to be able to classify the sco-
pe. However, as mentioned already in the intro-
duction, there are some challenges regarding a 
common and uniform definition of artificial in-
telligence. Therefore, this chapter summarizes 

4. OPPORTUNITIES FOR LEVERAGING AI IN 
MANUFACTURING THROUGH  STRATEGIC 
INTERNATIONAL STANDARDIZATION

the effective transfer of research findings into 
practical applications, which is a critical weak-
ness identified by industry associations. China 
has implemented robust and strict regulations 
to control the use of AI, but these are primarily 
focused on political stability and social control 
rather than economic restrictions. The Chinese 
regulatory framework allows Chinese compa-
nies to innovate rapidly and compete effectively 
on the global stage. However, it also raises con-
cerns about privacy, surveillance, and the ethi-
cal implications of AI deployment. In a nutshell, 
the heterogeneity of regulatory frameworks and 
varying opportunities for the research, develop-
ment, and use of AI poses a global challenge. 
The need for a deep, fundamental understan-
ding of the regulations and protection goals of 
different economic areas makes international 
exchange, common rules, and standards dif-
ficult. This may result in unequal opportunities 
for AI development across the globe, a lack of 
equality, and disadvantage in global competi-
tion in international markets.

4.2 Availability of AI-ready 
data in manufacturing
In the rapidly evolving landscape of industri-
al AI, the challenges surrounding data availa-
bility, quality, and sharing present significant 
hurdles that hinder the widespread application 
and effectiveness of AI technologies in manu-
facturing. These challenges stem from the in-
herent complexities in collecting and managing 
data from diverse manufacturing environments, 
where inconsistencies in data formats and se-
curity concerns can severely limit the potential 
of AI. Addressing these issues through internati-
onal standardization offers a promising avenue 
to enhance the reliability, security, and utility of 
industrial data, thereby supporting the broader 
integration of AI into manufacturing processes.
Data sharing within the industry can be leve-
raged to solve these challenges, and facilita-
te the availability of adequate and qualitative 
data, but concerns over enterprise data security 
which restrict the sharing of data. Standardiza-
tion can help by creating frameworks for secure 
data sharing and collaboration among orga-

Challenge 2: 
Lack of a unified understanding and 
definitions of AI systems in manufacturing. 
Although ISO/IEC 22989 provides a standardized 
definition for AI systems, it lacks specific evalua-
tive criteria for their implementation in verticals 
like manufacturing. This leads to confusion as 
traditional software systems might be mistakenly 
classified as AI, despite not employing AI-speci-
fic methods like machine learning or natural lan-
guage processing. Further standardization efforts 
can help solve this problem by establishing cle-
ar criteria and benchmarks, ensuring a consis-
tent understanding and proper classification of 
AI systems within the manufacturing industry.

Challenge 3: 
Government policymaking, regulation, 
and innovation of artificial intelligence 
Due to the rapid progress in the development 
and application of AI, people may become 
more and more concerned about human sa-
fety and property security. Some countries may 
issue policies/regulations to limit the develop-
ment of AI instead of intensifying the crack-
down on crimes committed by using AI, and 
industries will be adversely impacted. The Eu-
ropean Union follows a stringent regulation re-
garding AI, emphasizing trust, transparency, 
and ethical considerations. German and Euro-
pean standardization is challenged in aligning 
these regulations while trying to internationally 
standardize. Despite significant investments in 
AI research and development, German com-
panies express some concerns that the EU’s AI 
regulation might hinder innovation by impo-
sing restrictive standards that are difficult to 
meet [44]. In contrast, China’s overall direction 
and the government implementing policies fo-
cus on fostering AI development and applica-
tion while managing risks and a reduced notion 
of privacy. China’s AI standards are designed to 
support rapid innovation and economic growth 
trying to balance data security and transpa-
rency to mitigate political and social risks. Ger-
many’s AI strategy, which includes substantial 
funding and infrastructure investments, aims to 
achieve technological sovereignty and reduce 
dependence on external powers. However, the 
stringent regulatory environment may impede 
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4.3 Core technologies for 
AI in manufacturing
The integration of AI in manufacturing holds 
great promise for improving operational effi-
ciency and innovation. However, several chal-
lenges must be addressed to fully realize this 
potential. Deploying AI across distributed envi-
ronments and ensuring consistent quality of AI 
systems are significant obstacles. These chal-
lenges are compounded by the need for seam-
less interoperability between cloud and edge 
systems, as well as the difficulty of establis-
hing clear and universal testing standards for 
AI performance. International standardization 
is emerging as a critical solution to overcome 
these barriers, enabling more effective and re-
liable deployment of AI technologies across the 
manufacturing sector.

Challenge 6:
Lack of flexible, interoperable distributed 
deployment of AI in manufacturing
In manufacturing, many devices are deployed in 
the field or on the edge, while machine learning 
models are typically generated and trained in 
the cloud due to extensive computational needs. 
The challenge is to scale down these models for 
effective edge deployment and maintain syn-
chronization between edge and central models. 
Cloud-edge collaboration and distributed AI sys-
tems face hurdles due to immature technology, a 
lack of standardized protocols, and security con-
cerns. Additionally, current systems are not scala-
ble enough to handle large-scale AI applications 
across multiple platforms. 

Standardization can help to address these chal-
lenges by ensuring compatibility and interopera-
bility between diverse systems and components. 
Developing standards for distributed AI deploy-
ment and security protocols will facilitate seam-
less cloud-edge integration, protect data, and 
mitigate security risks. This will enable more effi-
cient and scalable AI systems, fostering innova-
tion and improving operational efficiency in the 
manufacturing sector.

nizations. Initiatives like digital twins / AAS [45], 
[46] industrial cloud federation [47], industrial 
data spaces, GAIA-X, manufacturing-X, and ap-
proaches like federated learning aim to address 
privacy and scalability concerns by allowing 
collaborative model training while preserving 
data security. Effective AI standardization can 
facilitate these efforts and accelerate the ad-
option of AI in manufacturing by resolving data 
sharing and security issues.

Challenge 4: 
Lack of availability and quality 
of industrial data
For a single manufacturing process, devices from 
different manufacturers typically produce dis-
parate or inconsistent data. The structure of this 
data often does not meet the requirements of 
most AI algorithms, restricting data availability. 
As a result, extensive data pre-processing is ne-
cessary to ensure the quality of sample data for 
model training. Labeling raw data requires expert 
understanding of the manufacturing scenario, as 
it can be difficult to differentiate between conditi-
on and defect data. This complexity poses a chal-
lenge for AI standardization in regulating human 
input. Standardization must incorporate various 
dimensions of data quality monitoring and opti-
mization to enhance the performance of indus-
trial AI applications. Thus, the availability, quality, 
and quantity of industrial data become funda-
mental obstacles, and standardization can help 
mitigate these issues to support the pervasive 
application of AI in the industry.

Challenge 5:
Insufficient data for model training 
Training machine learning and deep learning 
models requires extensive and varied datasets 
to ensure accurate results and avoid overfitting. 
However, in manufacturing settings, collecting 
sufficient data on rare events, such as equip-
ment malfunctions or product defects, is often 
challenging. Gathering comprehensive data 
across different parameters and conditions wit-
hin a limited time frame would be difficult, too.

ralize AI models across (mostly heterogeneous) 
systems, processes, and scenarios, are particu-
larly pressing issues. Addressing these barriers 
through international standardization offers a 
way to unlock the true value of AI in manufactu-
ring, ensuring that AI systems are both effective 
and adaptable across different applications.

Challenge 8:
Undetermined benefit due to high requirements
The potential benefits of AI for productivity, ef-
ficiency, and cost savings in manufacturing are 
not fully understood due to the significant de-
mands for reliability and safety. High variation 
and complexity in automation systems, coupled 
with frequent human intervention, result in strin-
gent requirements for resilience. These require-
ments are often unmet by current technologies, 
especially in the absence of sufficient qualitati-
ve and quantitative training data. Manufacturing 
companies aim to enhance core KPIs to main-
tain competitiveness, often relying on traditional 
control and sensor systems for their robust per-
formance in critical scenarios. However, non-sig-
nificant scenarios may not derive enough benefits 
from implementing an AI system. Standardiza-
tion can help by clarifying and verifying the fun-
damental issues across sub-verticals, enabling a 
more accurate assessment of AI’s benefits.

Challenge 9:
Difficulty reusing AI models and insufficient 
generalization ability of AI systems.
In the manufacturing sector, the complexity and 
variety of industrial scenarios make it challenging 
to reuse AI models. Even within the same indus-
try and process, external environmental factors 
like temperature and humidity can affect the ac-
curacy of AI models, necessitating customization 
for each specific scenario. This limits the ability to 
reuse standardized AI models. Additionally, diffe-
rent algorithm engineers may propose varying 
solutions based on their experience, further com-
plicating standardization. Industrial AI demands 
high stability and accuracy, as errors can impact 
the entire production line, making it difficult to es-
tablish fixed model selection guidelines.

Standardization can mitigate these challenges 
by promoting the development of modular and 

Challenge 7: 
Unclear quality requirements and testing 
methods of AI systems in manufacturing
In manufacturing, AI systems must integrate with 
various operational systems, such as enterprise 
resource planning and manufacturing execution 
systems, supervisory, process and line manage-
ment systems, or quality management systems, 
which require compliance with accuracy, recall, 
interoperability, integration, and interconnection 
standards. Furthermore, many AI systems feature 
customized modules based on specific customer 
needs, complicating performance testing for both 
suppliers and customers. The rapid evolution of AI 
technology often outpaces the development of 
standardized testing methods and legal frame-
works, making it difficult to create consistent quality 
and testing standards across diverse applications. 

Standardization can address these issues by 
establishing clear quality requirements and 
standardized testing methods for AI systems in 
manufacturing. By developing universal bench-
marks for accuracy, recall, and interoperability, 
standardization can help ensure that AI systems 
meet consistent performance criteria. Additio-
nally, creating standardized testing protocols 
will assist suppliers and customers in evaluating 
AI system performance effectively. Harmonizing 
these standards across regions can also facilita-
te the development of a cohesive legal and re-
gulatory framework, enabling more reliable and 
widespread adoption of AI in manufacturing.

4.4	 Challenges related to 
industrial application of AI
As AI becomes increasingly integral and perva-
sive in manufacturing processes, the industry 
faces several challenges that hinder its full poten-
tial. These challenges stem from the high reliabi-
lity requirements and the difficulty of adapting AI 
models to diverse and complex industrial scena-
rios, which can cover any aspect of continuous 
processes, vision systems, robotics, automation 
science, sensor and actuator technology, etc. Un-
certainty about the benefits of AI due to stringent 
requirements and complex, heterogeneous sce-
narios, and the limited ability to reuse and gene-
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prevents data from leaving the private domain 
for global model training. 

AI standardization must not only focus on a single 
organization, but also consider the specifications 
of cooperation between multiple organizations. 
How to promote data sharing under the different 
security regulations of different enterprises is a 
major challenge. Recently, federated learning 
has been proposed to alleviate privacy and sca-
lability issues by distributing the model training 
process among multiple industry nodes. Through 
this novel technique, these cooperative parties 
only need to share local model parameters with 
each other to jointly build the model, instead of 
exposing sensitive private data samples.

Challenge 11:
Lack of a widespread application 
of generative AI in manufacturing
Despite the rapid advancement and widespread 
adoption of generative AI in fields such as marke-
ting, sales, and creative industries, its application 
in manufacturing remains limited. While gene-
rative AI has significant potential to transform 
manufacturing processes, several challenges 
have hindered its widespread adoption. Integ-
rating generative AI into manufacturing systems 
presents complex technical and organizational 
barriers that many companies, especially small 
and medium-sized enterprises (SMEs), struggle 
to overcome. One of the primary challenges is 
the complexity of integrating AI technologies with 
existing manufacturing infrastructure and orga-
nizational processes. Many manufacturing plants 
operate with legacy systems that are not easily 
compatible with modern AI. Upgrading or repla-
cing these systems can be costly and time-con-
suming, creating a significant barrier to adoption. 
In addition, the traditional nature of many manu-
facturing organizations often leads to resistance 
to change. Entrenched practices and skepticism 
about the tangible benefits of AI contribute to 
slow adoption, especially in industries where pre-
cision and reliability are paramount. Generati-
ve AI models face unique challenges related to 
accuracy and reliability. In manufacturing, whe-
re precision and quality are critical, any errors or 
unexpected results generated by AI models can 
lead to significant operational problems or even 

interoperable AI components that can be easily 
customized and integrated into diverse industrial 
applications. Standardizing data formats, struc-
tures, and vocabularies across industries will fa-
cilitate the reuse of AI models, enhancing their 
generalizability and reliability. This approach will 
support the creation of robust AI solutions that 
maintain high accuracy and stability, regardless 
of varying external conditions.

4.5 Data security and 
application of generative AI 
In the manufacturing sector, the integration of 
advanced industrial AI faces significant hurdles, 
particularly in areas such as data security, data 
sharing, and the deployment of generative AI. 
These challenges are compounded by the need 
for robust datasets to train AI models, the com-
plexity of integrating AI with existing manufactu-
ring systems, and the reluctance of companies 
to adopt new technologies due to concerns ab-
out cost, security, and compatibility. Addressing 
these issues is crucial for harnessing the full po-
tential of AI in manufacturing, and international 
standardization offers a strategic path forward. 
By establishing clear guidelines and frameworks, 
standardization can facilitate secure data sha-
ring, enhance the interoperability of AI systems, 
and promote the widespread application of AI 
technologies across the industry.

Challenge 10:
Industrial data security and  
sharing of production data
The model training process of both machi-
ne learning and deep learning requires large 
amounts of diverse data to ensure proper ge-
neralization and avoid overfitting. However, a 
common problem in real-world manufacturing 
environments is the lack of sufficient low-fre-
quency event data, such as equipment failu-
res and product defects. In these scenarios, it is 
difficult to collect data under different settings, 
conditions, and configurations in a short period 
of time. Sharing data within the same industry is 
the first choice to improve model performance. 
However, corporate data security as well as re-
servations due to intellectual property protection 

safety hazards. This risk is particularly concerning 
for manufacturers in regions such as Germany, 
where stringent quality standards are a priority. 
In addition, the development and deployment of 
generative AI requires significant computing re-
sources, which is another challenge, especially in 
areas where energy consumption and data cen-
ter regulations are stringent.

International standardization offers a promising 
way to address these challenges by providing 
a framework that can facilitate the broader ad-
option of generative AI in manufacturing. Stan-
dardization can help bridge the compatibility 
gaps between legacy systems and new AI tech-
nologies, making integration more feasible and 
cost-effective. It can also encourage the de-
velopment of interoperable AI tools and systems, 
ensuring that different AI applications can work 
together seamlessly across different manufac-
turing processes. In addition, establishing stan-
dardized data formats and structures would 
improve data quality and accessibility, increa-
sing the reliability and accuracy of AI models. By 
addressing these challenges through standard-
ization, the manufacturing industry can unlock 
the full potential of generative AI to drive innova-
tion, efficiency, and competitiveness.
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•	 Joint research initiatives: By establishing 
joint research programs, both countries can 
leverage their strengths. Germany’s emp-
hasis on ethical AI can complement China’s 
rapid innovation capabilities, leading to ad-
vances that are both cutting-edge and et-
hically responsible.

•	 International standards development: Col-
laborating on the development of inter-
national AI standards can help harmonize 
regulations and reduce barriers to innova-
tion. Joint participation in international AI 
governance forums and standard-setting 
bodies can ensure that both nations contri-
bute to shaping a consistent regulatory fra-
mework.

•	 Data-sharing agreements: Developing se-
cure and ethical data-sharing frameworks 
can greatly enhance AI research and de-
velopment. By pooling their data resources, 
China and Germany can improve the quali-
ty and accuracy of AI models to the benefit 
of both countries.

Both China and Germany are striving for the 
technological development and application of 
AI, with each nation pursuing ambitious goals to 
establish itself as a global leader in the field. Chi-
na’s strategic plans aim to position the country 
as a global AI innovation hub by 2030. Similarly, 
Germany’s AI Action Plan, backed by significant 
investments in research and infrastructure, aims 
to elevate the country’s status as an AI leader 
within the EU and globally. However, Germany 
faces challenges due to the slow implementati-
on of its AI strategies and a restrictive regulatory 
environment.

The inherently global nature of AI undersco-
res the need for international collaboration and 
harmonization of standards, typically achieved 
through international standardization. It’s cri-
tical to recognize the different legal and regu-
latory frameworks that influence AI and their 
impact on global standardization efforts. These 
differences can lead to fragmented standards 
in different countries and markets. It is therefore 
essential that these standards are concrete ite-
rations of international agreements, aiming for 
the broadest possible consensus. This approach 
will strengthen economic and scientific coope-
ration and prevent unnecessary barriers to the 
exchange of goods, services, and knowledge.

To address these challenges, China and Ger-
many can work together in several key areas:

5. SUMMARY

In the context of AI integration in manufacturing, 
China and Germany can maximize their strengths 
through strategic cooperation. Joint research 
and development initiatives can accelerate the 
development of AI applications in manufactu-
ring. Germany’s strong engineering and manu-
facturing expertise can benefit from China’s rapid 
technological progress, while China can lever-
age Germany’s deep knowledge of manufactu-
ring. In addition, collaboration on international AI 
standards specific to manufacturing can crea-
te a unified framework that ensures easier inte-
gration and interoperability of AI systems across 
borders. This will allow technologies to be applied 
consistently and effectively in different manufac-
turing environments. Addressing the AI skills gap 
is another area where collaboration can be be-
neficial. Co-sponsored training programs and 
exchange initiatives can provide manufacturing 
professionals in both countries with the education 
and hands-on experience needed to effectively 
implement and manage AI systems. This col-
laborative approach will help develop a skilled 
workforce proficient in the latest AI technolo-
gies, and drive innovation and competitiveness 
in the manufacturing sector.

Finally, creating secure and ethical data-sha-
ring agreements is critical to advancing AI 
research and development. By establishing fra-
meworks that facilitate the secure sharing of 
data, China and Germany can accelerate the 
development of robust AI models that benefit 
both nations, and lead to greater efficiency, in-
novation, and global competitiveness in manu-
facturing.
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